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FZJ Germany

GCS Germany 6 24 12 42
GENCI France 11 7 25
EPSRC UK 11 3 17
BSC Spain 6 22
CSC Finland 8 10
ETHZ Swiss 6 11 0 17
NCF Netherlands 16 8 7 31
JKU Austria 0 21 22 52
SNIC Sweden 2 3 10 36
CINECA Italy 10 10 4 36
PSNC Poland 7 8 22
SIGMA Norway 0 6 12
GRNET Greece 3 0 12
UYBHM Turkey 6 30 0 36
Cyl-Castorc Cypress 0 28 9 37

IPB Serbia 8
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WP9 Work Package & Task Leaders

 T9.1 “Technology Watch and Assessment”
Lead: Jonathan Follows, STFC

e T9.2 “Multi-Petascale Software Environment*
Lead: Volker Strumpen, JKU

- ST 9.2.A ,Programming Languages*
(Iris Christadler, LRZ)

- ST 9.2.B ,Tools, Perf. Analysis & Monitoring*
(Jesus Labarta, BSC)

- ST 9.2.C ,System Management*
(Jacques-Charles, CEA)

- ST 9.2.D ,GPGPUs and Accelerators”
(Guillaume Colin de Verdiere, CEA)

* T9.3 “Future Highly Energy Efficient Tier-0 Systems”
Lead: Lennart Johnsson, SNIC
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Prototype Selection Proc. (Overview)

« Coarse-grain proposals for prototypes. (Sep 1-16)

« Classification and presentation of proposals. (TC)

* Discussion and adaptation of proposals. (F2F, Oct 20)
* Fine-grained proposals. (Nov 1-30)

« Voting & Selection. (Beginning of Dec)

 MB decision. (Dec)
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Preliminary Prototype Proposals (Future 1/O)

WP9 Partners Organizations Contact Key Objectives Protot  ype Description
*1/O engine for Lustre and
toni.cortes@bsc.es, Colibri
France. German jc.lafoucriere@cea.fr, eImplementation of file
S air’1 United Y. BSC, CEA, CINES, eric.boyer@cines.fr, system services inside the|State of the art storage hardware
pKin’ dom Daresbury, JSC, mike.ashworth@stfc.ac.uk, |storage controllers from Xyratex & VTL technology
g HLRS, (Paderborn) | m.stephan@fz-juelich.de, FDemonstration of HSM from SGI
boenisch@hlrs.de, backend for Lustre and
(brinkman@upb.de) Colibri
Blue Gene Q nodes
. *Explore the use of fusion- Blue Gene Q I/O drawers
gv\i;rgﬁ:za JSC, CSCS, IBM m.stheupsr;aerilr%gléglfhh.de i/o flash drives for the Fusion-io flash drives
' BG/Q I/O infrastructure | JBODS/RAID controllers and
disks
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Preliminary Prototype Proposals (Future Interconnec 1)

WP9 Partners

Organizations

Contact

Key Objectives

Protot  ype Description

eInvestigation of system
design, system software
and programming for

. heterogeneous
Switzerland, CSCS, CasToRC, systems NVIDIA GPGPU accelerated
Cyprus, Italy, CINECA, JSC, . . :
alam@cscs.ch » Exploration of Linux-Cluster with Mellanox 1B
Germany HLRS, Mellanox, interconnect programmin interconnect
NVIDIA, IBM prog g
models
» Exploration of holistic
and efficient system and
power management tools
» Evaluation
Jacko.koster@uninett.no NumaConnect technology| Cluster with AMD CPUs and
Norway University of Oslo ' ' for distributed and shared | NumaConnect interconnect

h.a.eide@usit.uio.no

memory programming
models

technology
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Preliminary Prototype Proposals (Future compute nod e design)
(1/3)

WP9 Partners Organizations Contact Key Objectives Protot  ype Description

* Investigate the potential
of hybrid very low power
commodity processors as
components of parallel
Jesus.labarta@bsc.es machines Stack of SoC modules with GigE
Alex.ramirez@bsc.es » Examine the usability of network interconnect
multicore/accelerator
based programming
models on this
architecture

Spain

BSC

* Investigation of power,
cooling and system
maintenance related
issues for very high
density air cooled
GPGPU-accelerated
clusters

» Large scale parallel
GPGPU programming

IB cluster containing Intel Xeon
based dual socket compute
nodes with 2 NVIDIA Fermi

GPGPUs

Jussi.heikonen@csc.fi
Sebastian.von.alfthan@csc.fi

Finnland CSC
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reliminary Prototype Proposals (Future compute nod e
design) (2/3)

WP9 Partners Organizations Contact Key Objectives Protot  ype Description

» Explore possibilities to re-use
the waste heat of HPC systems
for heating and cooling
*Development of application
specific power monitoring and

Accelerated and direct water
cooled cluster based on dual

Austria socket Intel Westmere-EP
Herbert.huber@lrz.de |management tools
Germany JKU, LRZ Strumpen@ica.iku.at Design of special-purpose vet compute nodes, IB and 3D-torus
b — 9 P burp y interconnect as well as NVIDIA
programmable accelerator Fermi .
) ) ermi, Intel Knights Corner,
architectures to improve the .
. Altera and Xilinx accelerators
compute capacity of compute
elements in terms of Flops per
Joule.
johnsson@tlc2.uh.edu ;Q%ae%tdgg r::cr))rirf?J:ir:ance Cluster of compute nodes
Sweden KTH ' — puting containing ARM CPUs and DSP-

estotzer@ti.com technologies to improve energy
efficiency of HPC systems

based floating point accelerators
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reliminary Prototype Proposals (Future compute nod e
design) (3/3)

WP9 Partners | Organizations Contact Key Objectives Protot  ype Description

eFeasibility of first
approached of general
purpose hybrid CPUs
for HPC IB cluster of Intel Sandy

» Research on Bridge and AMD Fusion nodes
portability of OpenCL
code on heterogeneous
hybrid architectures

Norbert.meyer@man.poznan.pl
Radoslaw.januszewski@man.poznan.pl

Poland PSNC
WCSS

11
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FUTURE I/O
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CEA: Exa-scale 1/O (1/2)

* Project Goals: towards exascale IO and storage
— Evaluate a new Xyratex Storage Engine
— Evaluate some Colibri components
Colibri is a new Exa-scale FS
— Evaluate a new I/O server model (Controller Embedded)

With Lustre initially and later with Colibri
Study application interaction

— Evaluate Information Life Management in high performance storage
systems (with Lustre-HSM)

— Define API to improve application/storage interaction
Hints to help data movement from different storage technologies

— Assess with sample applications

13
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CEA: Exa-scale 1/O (2/2)

* Prototype Description

— Multiple Xyratex Storage Engines
e 1000+ disks
« 30SSD

— Lustre and Colibri embedded servers
— SGI DMF software with SGI VTL (ex COPAN MAID)

— FS clients nodes are previous PRACE cluster prototypes
* Inti (CEA), Ambre (CINES)

— Use of applications from PRACE partners: BSC, CEA, CINES, Daresbury,
FZJ, HLRS

14
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JSC: Blue Gene/Q 1/O Prototype with direct attached storage
and flash drives (1/2)

« Use Blue Gene/Q I/O infrastructure for advanced file systems and new
storage concepts

 Eliminate the need of external switch and storage server

Compute Racks 1/0-Nodes Switch Storage Server + Controller

6y &,

I/0-Nodes with Direct )
Compute Racks AttachedStorage Switch
(External Networks, DEISA)

15
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JSC: Blue Gene/Q 1/O Prototype with direct attached storage
and flash drives (2/2)

e Three scenarios;:

— Storage controller or JIBODs directly attached to the I/O nodes
* De-clustered RAID functionality in GPFS
* No external external switch but still using disk drives as storage media
— Fusion-io flash drives inside BG/Q I/O nodes as scratch space
» Exported as NSDs in a regular GPFS scratch file system
» Usable without changes in applications or libraries
» User-managed transfer of data to disks
— Flash drives as fast cache in a storage hierarchy
» Flash drives and disks combined in a single GPFS file system
* Flash drives used as fast I1/0 cache
* Transparent migration of data to slower disks

« Performance evaluation

— Parallel /0O benchmarks like IOR or SIONIib

— Real scientific applications in collaboration with developers
» Energy-efficiency

— Based on I/O performance flash based configuration is 100 times more efficient than a standard
disk based solution 16
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FUTURE INTERCONNECT
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CSCS: Interconnect Virtualization for Scalable Heter  ogeneous
Platforms (1/2)

* WPS collaborative prototype proposal with:
— WP9 partners: CSCS, CaSToRC, CINECA, JSC, HLRS, ... (to undertake WP9 and WP7

tasks)
— Vendor partners: Mellanox, NVIDIA, IBM (early availability of R&D products and

R&D investment)

* Guiding principles
— “scale” in Exascale as is mentioned in the WPS Prototype Call for Proposals
— Aim is to have PRACE R&D footprint in shaping Exascale technologies
» Proposed NDA technologies are not available and are not on vendor roadmaps but on their

R&D roadmaps
* Prototype will be composed of engineering samples and early access products
« Establish communication between vendor R&D teams and WP9 partners for feedback and for

training/outreach efforts

— PRACE WP9 responsibility to evaluate
» High risk but high payoff (i.e. Exascale that is practical and feasible for European HPC centers)

» Cost and energy efficiencies (deployment and maintenance)
» Usability and programmability (productivity from an HPC center as well as end user viewpoint)

» Risk mitigation: off-the-shelf technologies providers but an integrator with long

history of residing at the “Top Spot” on TOP 500 list
18
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SCS: Interconnect Virtualization for Scalable Heter  ogeneous
Platforms (2/2)

System Description and Impact

* Virtualize off-node and on-node communication to eliminate hardwired

CPU-GPU bindings v ? -

— Why: to improve system utilization and efficiency so apps with no accelerated .. ':m, '
components and apps capable of exploiting multiple accelerators can be served 1555 % "8  «b ST
by a single platform L -

— Use existing GPU clusters at different partner sites for reference benchmarking = | =% | =S| @
i.e. not an incarnation of current GPU clusters

— R&D efforts: GPU, InfiniBand, OS & runtime, job schedulers (SLURM effort)

» Explore solutions with alternate IB routing and switch-free configurations
— Scalable systems installed at open, multi-user HPC sites have high-dimensional g rT——

proprietary interconnects execution options

— Scalable prototype using multiple racks so high dimensional configurations will be | ﬁ'
evaluated against proprietary high dimensional interconnects |

— R&D efforts: evaluate and optimize MPI, GPU-GPU MPI, PGAS, etc. i‘“.‘-i:-i‘i-‘ii““'
* Investigate technologies to minimize PUE during multi-phase installation | [ 1

— Herbert’s assertion on Green 500 is on spot! We will explore alternative metrics :—-:,;.—;..—;;;,—.———‘—‘—:
together with other WP9 partners : D"’ ~—7 "'EI l

. - |

— Share holistic power measurements data with other prototypes Lot i

* Impact on Exascale and Benefits to PRACE Applications
— Potential to influence and identify a cost and energy efficient system configuration
by co-designing system and application software—feedback procurements

— Performance potential for PRACE WP7 applications targeted for homogenous many
cores and hybrid parallelism—feedback operational knowhow to HPC centers

19



FUTURE COMPUTE NODE
DESIGN

20



2

\

FOR A\i

Current energy efficiency
— 10 PFLOPS ~ 5MW
— 2GFLOPS /W
Required for Exascale
— 1000 PFLOPS ~ 30 MW *
— 35GFLOPS /W
We need a 15-20x improvement in
power efficiency
— Best processor is <17 GFLOPS/W
— And we still need to add
 DRAM
e Interconnect
» Disk
* Power supply

Need to aim for ~70 GFLOPS/W on
the processor

PARTNERSHIP
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BSC: Ultra-Low Power Clusters using Tegra2 (1/3)
The key to the Exaflop is power efficiency

Chip GFLOPS | Watts GFLOPS/W
PowerPC 970MP 18 48 0.38
(2 cores, 2.3 GHz)

Intel Nehalem 38 90 0.42
(6 cores, 3.2GHz)

Intel Sandy Bridge 102 95 1.07
(8 cores, 3.2 Ghz)

IBM Power7 265 120 2.21
(8 cores, 4GHz)

ARM Cortex-A9 32 1.9 16.84
(4 cores, 2GHz)

IBM Cell 102 90 1.14
(8 cores, 3.2 Ghz)

Nvidia Tesla 515 200 2.6

* 30MW is the power required by a small city

21
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BSC: Ultra-Low Power Clusters using Tegra2 (2/3)

Prototype Description

128 (or may be 256) NVIDIA Tegra2 boards, each with a Tegra
250 chip.

Development Board Specs:

0 Tegra250 SoC o
* Dual-core Cortex-A9 @ 1 GHz | Cortex-A9 Cortex-A9 | == Image

! Processor -y . Processor B = processor
| v (.} [
L

o Ultra low-power GPU
* OpenGL support only 4
* No CUDA or OpenCL MPET o b |
o 1GB DDR2-667 e S peass
o 100Mbit Ethernet iy 4D Video _
0 2 x Mini PCle slots Decode

Cortex-A9 includes VFP11v3 i
0 Double-precision X 3
o Fused Multiply-Add — -

o0 Upto2 GFLOPS/ core HD Video GeFarce
« 1-2FPops/cycle @ 1 GHz  Decode - hNER @

Processor

0 250 mW per core 01 Processor T L W brocessor

2 GFLOPS /0.5 Watts 8 ‘ —
o ~4 GFLOPS/Watt

Power Management by ARM7 processor A Tegra250 chip
Support dynamic voltage and frequency scaling

ARM7
Processor

Courtesy : Tegra whitepaper

22
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BSC: Ultra-Low Power Clusters using Tegra2 (3/3)

Key Focus
Large Flops/watt

o0 Explore/Demonstrate the possibility of having Very Low Power, Energy Efficient
nodes/systems and still high computing power

Impact of multicore/accelerator based programming models
o0 MPI/StarSs programming model

o MPI already ported on Tegra2 at BSC

o0 Adapt GPUSs version to work with OpenGL.

Feasibility of porting applications/benchmarks

o Applications from PRABS (GROMACS, GADGET, CPMD, SPECFEM3D, PEPC, WRF etc.)
Power aware job scheduler

o Implement policies we have published based on simulation.
o Compare measurements and predictions

Will be pleased to integrate with LRZ proposal

23
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CSC: Very High Density Air Cooled GPGPU Cluster (1/ 2)

T-platforms system with T-blade2 Fermi blades targeting three
topics:
1. GPGPU programming at scale

sLarge-scale accelerated system to study programming models and scalability

*Per rack: 96 nodes with 2 Fermi GPGPUs each, giving 105.6 Tflops in total

Complete & directly usable programming environment will be installed (HMPP, PGlI,
etc...)

2. Pushing air-cooling towards 100 kW regime
*Cooling 70kW using close-coupled liquid cooling
*High density configuration with 16 blades per 7U
*Custom heat sink covering complete board with integrated SXM Fermi modules

24
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CSC: Very High Density Air Cooled GPGPU Cluster (2/ 2)

3. Accelerate supercomputers for multi-Petaflop
« High density (105 Tflop/rack) & power efficiency
QDR infiniband & FPGA based barrier network
« Scalable software stack

25
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Accelerated prototype to enhance energy- and cooling
efficiency of future HPC systems (1/3)

e Organizations: Johannes Kepler University Linz, Leibniz

Supercomputing Centre Garching

o Key objectives:

Explore possibilities to re-use the waste heat of HPC systems for heating and
cooling

Development of application specific power monitoring and management tools
to optimize energy to solution for a broad range of HPC applications

Development of a power efficiency application benchmark suite (Watt to
solution!)

Design of special-purpose yet programmable accelerator architectures to
Improve the compute capacity of compute elements in terms of Flops per
Joule.

26
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ccelerated prototype to enhance energy- and cooling
efficiency of future HPC systems (2/3)

Adsorbtion cooler
needs ~ 30 kW of

10 ]

TCP/AP

10

EP
(6 cores)

EP
(6 cores)

Fermi

Fermi

heating capacity

' 16

EP EP
(6 cores) | (6 cores)
=160

)

W 37 TFLOPS/rack Q —
0.38 GFLOPS/W :

Prototype power

consumption ~ 35-50 kW

27



Accelerated prototype to enhance energy- and cooling
efficiency of future HPC systems (3/3)

« Impact for Exascale Computing

— Exascale computing requires a compute element that delivers about 50
Gops/Joule to facilitate power supply and cooling in an economically
responsible fashion.

energy efficiency of compute elements must be improved by 3 orders of
magnitude.

— Our proposal attacks this problem from the architectural perspective: we wish
to improve the compute and cooling efficiency with reasonable programming
and development effort.

 We will be pleased to collaborate with BSC and PSNC  to
consolidate our prototyping efforts

28



PSNC: Validation of hybrid x86-GPGPU architectures (1/2)

* Areas of interest:
— Hybrid CPU-GPU processors
— OpenCL as the programing model for next-generation HPC

e Questions we will be tryingto  answer:

— Will the hybrid share best or worst of the two worlds?
» the GPGPUs are HOT but may be energy efficient...

» what are the costs and benefits of introducing additional transistors to the
die?

* how flexible the solution may be?



PSNC: Validation of hybrid x86-GPGPU architectures (2/2)

Software: the key for exascale computing — is the OpenCL the
right way?
— port and test a REAL application on different OpenCL capable systems

The PRACE deliverables are a great starting point.

30



Important dates

12. Oct.
18.-20. Oct.

20.0ct:
1.-30 Nov:
6.Dec:

7. Dec.:
10.Dec:

Mid/End Dec:

Draft of D9.3.1 available for internal review

Workshop on energy efficient emergent component technologies,
Amsterdam

One-day WP9 F2F, (Amsterdam), discussion & adaptation of proposals
Submission of fine-grain proposals

WP9 TC, discussion of proposals, clarifications

STRATOS Mtg

Deadline email-votes WP9 partners

TB and MB decision to meet M6 milestone
MS91 ,Promising architectures and component development projects
selected”

31
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« SCI10
— WP9 F2F meeting?
— Organization of meeting with HPC technology provider

 Draft of P1IP Consortium Agreement is available under
https://bscw.zam.kfa-juelich.de/bscw/bscw.cqi/437726

e ?

32



